Logic
1.1 Propmitﬂon&a,nd/TruﬂvVahwy: i
:.a.gﬁ-hﬂ-“ Hill 3§

A proposition is declarative statement which is either tru
s called

e or

false, but not both. (Propositions are sometime

'statements ' ).

Examples: -

1. Triangles have four vertices.
2.6+2 =4.

3.5<24.

The truth (T) or falsity (F) of a proposition is called Truth
Value. Proposition 3 has a truth value of true (T), and

propositions 1&2 have truth values of false (F).

*Questions & demands are not propositions, since they can not
be declared true or false .Thus the following are not
propositions:

4. Keep off the cat.

5. Did you go to party?

6. Don't say that.



Sentences 4 — 6 are not propositions and therefore cannot

be assigned truth values.

* Propositions are denoted using the letters p, q, 1, .... Any of

these letters may be used to symbolize specific propositions.

*Compound proposition:
A compound proposition
connecting two or more statement, or by negating a simple

is statement formed by

proposition.

1.2 Logical connectives:

1) Negation : (~) A&
If p is any proposition, the negation of p denoted by ~p

(or p or = p). And it's a proposition which is false when p is

true, and true when p is false.

e We can summarize this in a table ,




2) Conjunction : ( And) (A) (9) e 31
Let p & q be any two propositions, the compound

proposition is called conjunction of p & q. And denoted by

(PAq).
The following table gives the truth values of p A q:
Q pAaq
l i) v 1—,.:
— - = sl
F T F
F F F

From the table it can be seen that the conj unction p A q is

true only when p and q are both true. Otherwise the conjunction

is false.

3) Disjunction : (or) (V) (3h) Ja2 M 34

Let p & q be any two propositions, compound proposition I8
called disjunction of p &q. And it's denoted by (pV q) .

The following table gives the truth value of(pVq):

P Q pVq
T T T
T F T
F T

S s s




From the previous table, onc can notice that p V q is true
& - X . L
when ecither or both of it's components are true and it's false

otherwise,

4) Conditional Propositions: ( — ) O, s 1) The
conditional connective ( sometimes Called implication ) is
denoted by — . And reed as if p then g, for any two propositions
p&q.

The following is the truth table forp —q:

Q P—4q

Notice that " the proposition " if p then q " is false only
when p is true and q is false . 1 .e , a true statement can not

imply a false one .

5) Biconditional Propositions :( < ) ( if and only if)
The biconditional connective is 13} Ladi o 13} g )l 500

denoted by « . and expressed by " if and only if .... Then ... "
The truth table of p < q s,



e | e B I

SISl -

T 3
T F
F T
F F

| rri| w3 =]

The last column of the truth table contains only the truth

value T and hence we can deduce that (p A Q)V(p A q) is a
Tautology.

3) Show that (p Aq) A(p V q) is a contradiction .

The last column shows that (p A'q) A(p V q) is always

false , no matter what the truth values of p & q .

Hence (pAq) A(p V q) is a contradiction .



1.4 Logical Equivalence: S jsd

Two propositions are said to be logically oquivalent if
they have the same trath values . Using P and Q to denote
(possibly) compounéd propositbons , we wnite P« Q if PRQ arc
logacally aquivalent

Example - Show that p V g and p A q  are opcally

oquivalent (i e, thet (pV ) = (p A

3)

LCompanng the calums forp V g & P A we not that the

truth values are the same . Hence , p V Q& p A q are logically
exquivalen |



1.4 Logical Equivalence: akial $<)

Two propositions are said to be logically equivalent if

they have the same truth values . Using P and Q to denote
(possibly) compound propositions , we write P=Q if P&Q are
logically equivalent .

Example :- Show that p V q and p A q are logically
equivalent . 1 .e, that 6 VE} =(p Aq).
Sol : '

| | | -3

= | | F' ,

=4 | FTI|

E
F
T
F

Comparing the columns forp Vq & pA q we not that the

truth values are the same . Hence ,p V q & p A q are logically
equivalent.



Exercises :
1. Prove that(p —» @) =(PV d)-
2. Prove that (p A q) and (p_—:a) are logically equivalent
propositions.
3. Show that the biconditional proposition p <> q is logically
equivalent to the conjunction of the two conditional

propositions p — q and q —p-.

1.5 The Algebra of propositions: asl sl

The following is a lit of some important logical
equivalences, all in which can be verified using one¢ of the
techniques described in (1.4).

These laws hold for any simple propositions p ,qandr.
* Jdempotent laws: 2«2l (il 62
PAP =P

PVP=P

* Commutative laws: Jlaf! (sl g8
PAQ=qAD

pVq=qVp

* Associative laws: graaill ol 8
PAQ Ar =pA(qAr).
PVqQVr=pV(qVr).

* Distributive laws: @il (il o8
PA(QVD = (pAQV(pAD.
PV@QAT) =(PVQA(PVr.



Note that for p < q to be true , when p and q must both
have the same truth value. i.e., both must be true or both must be

false.

Examples: - o “:’}'A / B

1. Construct a truth table for (qVp)A(~pV~q).

_PV~L) A AR
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2. Construct a truth table for(~q A p) V(~q V~p) Ap.
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Exercises :

1) Draw the truth tables for the proposition :
l.p—q. 2. ~qAPp. 3.pVq)—(pAQ).
4. ~p—(pAQ).

2) Given the propositions. p, q & r , construct the truth tables for

.(pAq) — T . 2.pA(~qu). 3.~—(qu}+—1~(er).



3. Construct a truth table for :

a) ~q —=p. b)~pe~q. ¢)p—(qAr). d)(~pVq) .

———

~%

i

F
T

)

a

~p 4:—)"*'1'

~ P

b)

p—> (G Ar)

1, AT




1.3 Tautologies and Contradictions :

e

gt o . : g
Definitions: R & o
1) A tautology is a compound proposition which is true no

matter what the truth values of it's simple components.

-1 Vi

2) A contradiction is a compound proposition which is false no

matter what the truth values of it's simple components.

* We shall denote a tautology by t and a contradiction by f.

Examples : |

1) Show that p VP is a tautology ?

Sol :

Constructing the truth table for p V'p , we have :

[Pk R T L A

e i i
i i ! ;

RS gt ol B ¥ = L i

j e i et R o il et
i i St e

Note that p V p is always true ( no matter what proposition 1s

substituted for p ) and is therefore a Tautology .

2) Show that (p A q) is tautology.
Sol :
The truth table of (p Aq) V (p A q) is given below :



Sety ands Subsely
2.1 Setly:

A set is to be thought
whatsoever . The object can also be anything and

of as any collection of objects
they are called

elements of the set .

The elements contained in a given set necd
common (( other than the obvious common attribute that they
there is no restriction on the

not have anything in

all belong to the given set )) ,

number of elements allowed in a set ; there may be an infinite

number , a finite number or even no elements at all .

Examples (1) :
1. A set could be defined to contain Picasso , the Babylon
Tower and the number 7. This is a finite set .
2. The set containing all the positive, even integers is clearly

an infinite set.

Notations :
1. We shall generally use upper — case letters to denote sets

and lower — case letters to denote elements.

2. The symbol € denotes ' belongs to ' or ' is an element of .



b) {a,b,c{a,b,c}}.

o) {a. {b,c},{a. b c}}.
d) {{a, b,c}, {a, b,r:}}.
9 {a fa} {la}) {llall}}-

2.2 Subsety:

The set A is said to be a subset of the set B | if every

element of A is also an element of B , and denoted by Ac B .

symbolically,
AcB ifVvx {xe4—xeB}. Istre.

Eor € (e sy panll dider

C or & A paaallyde gaaall Ae #

Examples :
1. A= {1,2,3,5} & B= {2,1,3,5}
+.ACB
But,
If A={12,4} &B={2,1,3,5)

AZB
2.Let X={L23}- Jcx  pu.
23} @ x, However , {2,3}
23t e x.
* Proper Subset :

is an element of X , 5¢



If A C Bbut A #B then we say A IS 3 Proper subset of
and denoted by A & B .
:LELE;L
(BC B) i 0 i3 A8 gare A Ko g
(P = A })\LEFJQ-‘JSU-‘;:'-U‘@ (¢]:='-‘L“‘15H41_
Exercises : _
1. State whether each of the following statements is true or
false:
a)2 € {1,2,3,4,5} .
b) {2} € {1,2,3.4.5}.
o) 2 < {1,2,3,4,5}.
d) {2} < 1,2,3,4,5}.
e) § S {o.14}}.

H0EP.
g) {1,2,3.4,5} = {5,4,3,2,1}.

2. list all the subsets of :
a) {a.b}. b) {a.b.c}. o) {a}.



" Relations
3.1 Relationy :

Let A and B be sets A relation from Ato B { or between

A and B) is a subset of the Cartesian product AxB.

Remark : The elements of the relation is an ordered pairs .
i;,:.J,..@_,jg:i_;‘.piiMipthigi)*

* We shall use B8 to denote " a is related to b "". And ARD to
denote (a,b) € Ror " aisnot related to b"

Example (1) :
a= {23} 8= {123}
A x B = {1102 13).21),.2.2).(23).31).3.2)63).

1) Find the elements of R, iff a=b
_ R, = {11)(22)33)}c 4xB

2) Find the elements Of R, iff a<b -

LR, = {1,2).(23)23)




2. Multiplied by scalar :

If k is scalar and Agyen = [@y5] mn , then kA =[kaj]m-n

Example:-
“2x2 2
Note : The division by scalar is like multiplying by I

3. Addition of Matrices :

l.ct A=[ﬂ'ﬂ‘]mxn and%[bg]mxn bEt‘WﬂmatﬁCES ¥
then

A+B=[ﬂ&]mxn +[ﬁy]mxn=c=[ﬂﬁ"'bﬁ]mﬂn

Example:-
i-1% 4 3 p=|1 1 O
0 2 3 L 0 2
then, 2x3 23
3 -2 3
A+B=

]. 2 '1 13



be

L

¢ Thus a.l e A means (the element) 4 belongs to (the set ) A

And a & A means a does not belong to A.

3. Sets can be defined is various ways
a) The simplest is by listing (Enumerate) it's elements, for

example A = { 1,.’2,3,4,5} defines the set consisting of

the first five positive integers, the order in which the elements

are listed is not important.

¢) The other way has the form A = {x: P(x)}, which read
as " the set of all x such that P(x) is true " . Thus,

A={x:x is an integer and 1< x <5}

* Finite Set: A set is said to be finite if it's consist of
exactly (n) elements where (n) is some positive integers |,

otherwise it's infinite .
Example (2) :
1) A= {x:xES} — A= {5,6,7, _____ } -

2) B= {x:x—1=0}—+B= {l}ﬁniteset.



3.3 Properties of Relationy :

Let R be a relation on set A. We say that R 1s:

1. Reflexive: ey

A relation is said to be reflexive if and only ifa R @

for every a€ A.



Example : A= {1.1.3}

R, = {110,213} 22023 63)

4 - i I
R, is reflexive MELHJJ""‘ Sy

R, = {(L1)(23).(22) B3.1)}
3E Abut(3,3) €R;
. R is not reflexive.

2. Symmetrie : b yblia
A relation is said to be symmetric if and only if TR

implies B [N o.b € A

Example : A= fab.c}

R, = {[ﬂ', ﬂ'], ["Jt b]! [bi H}- {-I:‘, ¢ ]'}

R, issymmetric
Lyl 399 po dusie 058 ) iy Ry A 29 ge pals J5 O g1*

Example :
A= {1,2.4)
R = {01, (241(42).(.212.2).(4.4)
+(1,2) € R but (2,1) € R
. R 15 not symim.



3.3 Propertiey of Relations :

Let R be a relation on set A. We say that R 1s:

1. Reflexive: Sy

A relation is said to be reflexive if and only if 2 R'@

for every a € A.



Matrices

*Linear Equations : - i X, are
T T
variables (unknowns) then the from :
= bn -
ay x; taxz+ - + anXn ,.;oefﬁcicnts and b 1s

: . C
Called linear equation, a|,az,--n ar

the absolute value.

And the form :

Called system of linear Equations

4.1 Matrices .

The matrix 1s a rectangular arrangement form consists of

orthogonal rows and columns. The coefficients of the lin€

system are elements of the matrix



